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Abstract
Cognitive psychologists often distinguish between voluntary and involuntary/automatic processes in attention and cognitive
control. Dedicated experimental paradigms have been developed to isolate involuntary information processing, but these para-
digms tend to assume a rigid and inflexible process that is either stimulus-driven or built up through simple repetition. In contrast,
voluntary information processing is often assumed when processing is in line with arbitrarily defined task-specific goals. Here I
review evidence from multiple cases suggesting that ostensibly goal-directed cognitive processes may not be so voluntary and
controlled. It is argued that automatic processes can be conditionalized to reflect the task relevance of the stimuli and selection
history in a variety of ways, rapidly and flexibly adjusting in order to facilitate future goal-directed behavior. As a result, many
studies assumed to have measured a voluntary cognitive process have likely measured an amalgam of voluntary and automatic
processes, thus blurring the distinction between the two. Automaticity may be much broader and more sophisticated than has
previously been thought, which has wide-reaching implications for our conception of human cognitive control.
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In the field of cognitive psychology, an established burden of
proof must be met before a cognitive process can be said to be
involuntary or automatic. In its most general form, the cogni-
tive process must unfold in response to a task-irrelevant stim-
ulus or stimulus dimension (e.g., the meaning of a word in the
classic Stroop task; Stroop, 1935), in a context in which either
it is not to the participant’s advantage to engage that process
or, ideally, engaging the process is explicitly counterproduc-
tive to the task at hand (Kahneman & Treisman, 1984). A case
in point can be found in the paradigms frequently employed to
test for involuntary attentional capture. Participants search for
a target stimulus as defined by task-specific goals, often com-
municated via verbal instruction. For example, participants
may be asked to search for a target of a particular shape and
report something about that stimulus, such as the orientation
of a bar contained within it. On a subset of trials, one of the
nontargets is manipulated to be potentially attention-grab-
bing—for example, by making it salient in its physical

characteristics (such as a unique color; Theeuwes, 1992).
Attending to this distractor would be explicitly counterpro-
ductive to the task at hand, since the target and not the
distractor needs to be selected in order to determine the correct
behavioral response (see Fig. 1A). When the presence of the
distractor impairs performance under such conditions, it can
be said to have been processed involuntarily. An entire litera-
ture is devoted to using this approach to examine the condi-
tions under which attentional selection is automatic (e.g.,
Theeuwes, 2010).

On the other hand, no such burden of proof is typically
invoked when attributing a cognitive process to voluntary
control mechanisms. Instead, when participants engage cog-
nitive processes that support the realization of task-specific
goals, these processes are assumed by default to be voluntary.
Returning to the attentional capture example, although the
selection of a salient but irrelevant distractor is held to be
involuntary, selection of the target is typically assumed to
reflect a volitional process, especially when the response to
the target is contingent on a changing task context (see Fig.
1B). In fact, this presumed coupling between voluntary pro-
cesses and goal-directed behavior is so pervasive that most
experimental designs used in the attention and cognitive-
control literatures take it for granted. Studies that are not
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explicitly interested in examining automatic processes give
little if any consideration to the idea of automaticity when
interpreting the results. In studies explicitly testing for auto-
maticity, a competition between goal-directed and automatic
information processing is assumed, such that the goal-directed
and putatively voluntary process (e.g., target selection) may or
may not be disrupted by the hypothesized automatic process
(e.g., distractor selection). If this assumption were to be vio-
lated, such that the performance demands of the task failed to
engage voluntary control mechanisms or engaged them only
minimally, it would become difficult to claim that any ob-
served influence of task-irrelevant stimuli was truly automatic
insofar as it was robust to competing goal-directed influences.

That a cognitive process is successful in achieving an ex-
plicit goal of the participant is not sufficient to conclude that
the process is volitional. Involuntary processes could still be
engaged that would facilitate the realization of task goals,
limiting the need for volitional control in certain

circumstances. In the context of attentional-capture studies,
for example, the target conceivably could also capture atten-
tion involuntarily, even though participants might have the
intention of attending to it. Without explicitly ruling out an
automatic component, it is difficult to know with confidence
the degree to which goal-contingent behavior is in fact
volitional.

Considerations surrounding the definition
of automaticity

Classical definitions of automaticity emphasize both the in-
voluntary nature of the mental process in question and the
process’s freedom from capacity-limited mental resources.
Specifically, an automatic mental process should be triggered
by a stimulus without specific intention and without the ability
to stop that process, once triggered (i.e., it is executed
involuntarily; Kahneman & Treisman, 1984). An automatic
process should also be immune to dual-task interference, op-
erating independently of the mechanisms supporting goal-
directed cognition and action (Kahneman & Treisman, 1984).

In the context of human cognitive control, the distinction
between a voluntary and an involuntary cognitive process has
an intuitive quality to it: If a cognitive process is triggered by a
stimulus regardless of the will of the participant to engage that
cognitive process at that particular moment in time (i.e., if it is
stimulus-driven), such a process can be clearly distinguished
from one that is willfully and endogenously engaged in the
support of an explicit goal. It is in this respect that I focus my
arguments here concerning the distinction between controlled
and automatic processes. Freedom from capacity-limited
mental resources assumes a strict duality in which automatic
mental processes are not shaped by, or otherwise
conditionalized on, the currently activated goal states, which
by definition require some measure of intentional control to
engage. As will be discussed, if one broadens the concept of
automaticity to include automatic processes that are contin-
gent upon task-specific goals, the extent to which cognition
can be said to be controlled and volitional becomes much
more limited. However, even under the strict assumptions of
this duality, the extent to which automaticity can support goal-
consistent task performance is still underappreciated.

The more liberal definition of automaticity adopted here,
focusing on involuntary cognitive processes that are stimulus-
driven, raises an important distinction between the manner in
which an individual prepares for a task and the manner in
which an individual actually executes behavior consistent
with that state of preparedness. Although the former process
may be volitional, the latter may be distinctly nonvolitional
and is the focus of this article. Under most experimental con-
ditions, mental activity is inherently ambiguous with regard to
the latter, because cognition is only probed using a stimulus

Fig. 1 Example experimental paradigms. (A) In the additional-singleton
paradigm, participants search for a shape-defined target and report the
orientation of a bar within it with a keypress. On a subset of trials, one
of the nontargets is rendered in a unique color (referred to as the
distractor). Color is entirely irrelevant to the task, and participants are
explicitly informed of this. Processing of the distractor under such con-
ditions is generally held to be automatic, because it conflicts with the
goals of the task; such processing can be inferred from a variety of mea-
sures, including a slowing of response time on distractor-present trials,
more frequent eye movements to the distractor, and distractor-evoked
brain activity. (B) In this modified version of the flanker paradigm, par-
ticipants only report the identity of the center letter (with a keypress) if its
color matches that of the cue at the beginning of the trial. The cued color
switches unpredictably across trials (variable mapping of color to re-
sponse demands). Under these conditions, it is tempting to assume that
the cue-contingent processing of the target and corresponding response
information (whether and how to respond) reflects a voluntary and con-
trolled cognitive operation. The effect of the task-irrelevant flankers
(distractors) on performance, however, suggests otherwise: Flanker com-
patibility affects response time differently, depending on whether the
flankers are rendered in the cued color (standard compatibility effect:
faster for compatible than for incompatible trials) or the uncued color
(reverse compatibility effect: faster for incompatible than for compatible
trials), suggesting that stimuli are processed automatically in relation to
the response contingencies of the task
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that participants are motivated to process in the service of
performing the task goal (i.e., a critical target), which could
elicit automatic responses. As will be described in more detail
below, experiments that include explicitly task-irrelevant stim-
uli to probe the volitional nature of cognition suggest that
goal-consistent information processing may not be so
volitional.

In the context of the arguments made in this article, the
examples of automatic processes that are provided include
both the automatic allocation of attention and the automatic
activation of stimulus–response mappings. Although obvious
theoretical distinctions can be made between the two, for the
purposes of this argument they are treated in the same way.
Specifically, both can exhibit characteristics of volitional cog-
nitive control in a variety of experimental tasks, ostensibly
supporting the realization of task goals. In this regard, the
focus of this article is on the different aspects of goal-
consistent task performance that can be supported by involun-
tary mental processes.

On the scope of automaticity

As was stated in the opening section of this article, a cognitive
process that operates in the service of completing the task
goals need not be a voluntary cognitive process. This dissoci-
ation between voluntary and goal-directed cognition may not
be particularly problematic when interpreting whether the
mechanisms governing task-related performance are volition-
al and controlled, provided that the scope of automaticity is
limited in clearly defined ways. Highly influential theoretical
models of cognition have tended to assume that this is indeed
the case. Automatic behavior is held to be rigid, inflexible, and
built up through protracted habit learning (Schneider &
Shiffrin, 1977; Shiffrin & Schneider, 1977; see also Jiang &
Swallow, 2013; Kyllingsbaek, Schneider, & Bundesen, 2001;
Kyllingsbaek, Van Lommel, Sorensen, & Bundesen, 2014;
Lenartowicz, Verbruggen, Logan, & Poldrack, 2011; Qu,
Hillyard, & Ding, 2017; Verbruggen & Logan, 2008). Under
these assumptions, controlled processing is necessary to flex-
ibly adjust how information is selected and translated into
behavior to accommodate a task’s goals. Specifically, con-
trolled processing is recruited when an effective automatic
response has not yet developed through repetition, or to over-
ride automatic information processing under conditions in
which the automatic mode no longer produces the desired
outcome. A brief experiment involving only a few hundred
trials, and especially an experiment in which the correct re-
sponses are dictated by specific contingencies within the task
(rather than consistent stimulus–response mappings), can ef-
fectively rule out the role of automaticity when interpreting
the processes responsible for the realization of goal-consistent
behavior.

As will be argued in this article, we now have much reason
to doubt these foundational assumptions about the scope of
automaticity. Automatic modes of information processing can
develop much more rapidly than has previously been thought,
being evident within a single experimental session and under-
going trial-by-trial modulation. They are also muchmore flex-
ible than has previously been thought, able to adjust immedi-
ately to changes in the task relevance of stimuli. Nor does the
development of automaticity necessarily reflect a history of
having performed a particular behavior more frequently than
competing behaviors, but can instead arise merely from asso-
ciative learning. Once automatic processing has been config-
ured or shaped by these factors, it is poised to facilitate future
goal-directed behavior. Such automatic cognitive processes
could affect performance in most any experimental context,
including those that are often assumed to require voluntary
and effortful cognition. Below, I present several cases that
illustrate these features of automaticity.

Flexibility of automatic information processing

The idea that involuntary cognitive processes can be
conditionalized on the goal state of the observer has a rich
tradition. One classic case can be found in the well-
documented phenomenon of (goal-)contingent attentional
capture (Folk & Remington, 1998; Folk, Remington, &
Johnston, 1992; Folk, Remington, & Wright, 1994): When
observers search for a stimulus defined by a particular feature
property, such as the color red, stimuli that possess this
searched-for property involuntarily capture attention when
presented as task-irrelevant distractors (e.g., irrelevant by vir-
tue of their timing, location, and object identity). This is typ-
ically measured as a significant cuing effect generated by such
distractors in a spatial-cuing paradigm (e.g., Folk &
Remington, 1998; Folk et al., 1992; Folk et al., 1994) or as
an attentional blink in a rapid serial visual presentation
(RSVP) paradigm (Folk, Leber, & Egeth, 2002, 2008).
These attentional effects can be contrasted with nonsignificant
orienting toward otherwise equivalent distractors that do not
share a defining feature with the target (e.g., Eimer & Kiss,
2008, 2010; Folk & Remington, 1998).

Goal-contingent attentional capture possesses characteris-
tics often associated with controlled, volitional mechanisms of
information processing. Like endogenous attentional
orienting (Johnson&Yantis, 1995), goal-contingent attention-
al capture reflects a graded allocation of processing resources
rather than a ballistic orienting response (Anderson & Folk,
2010): The more the distractor resembles the target (at least in
color), the more strongly it is processed by the attention sys-
tem (Anderson & Folk, 2010). Also like endogenous atten-
tional orienting, goal-contingent attentional capture can oper-
ate flexibly. When the target-defining feature is cued unpre-
dictably from trial to trial, goal-contingent attentional capture
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can still be observed (Lien, Ruthruff, & Johnston, 2010).
Although this finding is not without controversy (see
Belopolsky, Schreij, & Theeuwes, 2010), the rapid instantia-
tion of automatic yet goal-contingent information processing
as a principle is robust in other domains of human cognition.

One such domain is the inhibitory control of behavior. A
common approach to examining the ability to inhibit a behav-
ior involves a task in which participants execute speeded re-
sponses to particular stimuli. Occasionally, a stop or no-go
signal is presented that requires that a prepared behavior be
canceled or otherwise withheld (e.g., Aron, Fletcher,
Bullmore, Sahakian, & Robbins, 2003; Aron & Poldrack,
2006; Logan, 1983; Logan & Cowan, 1984). Because the
stop/no-go signal is task-relevant and the corresponding inhi-
bition of planned behavior is dictated by the task goals, it is
tempting to conclude that such inhibition reflects a voluntary
act of cognitive control. As with attentional selection, howev-
er, goal-contingent automaticity is also evident in the domain
of response inhibition.

The execution of motoric inhibition in response to a stop
signal does not require conscious awareness of the stop signal,
suggesting automatic activation of inhibitory processes by a
goal-defined stimulus (van Gaal, Ridderinkhof, Scholte, &
Lamme, 2010; van Gaal, Ridderinkhof, van den Wildenberg,
& Lamme, 2009). By presenting entirely task-irrelevant stim-
uli possessing a feature (e.g., color) shared with a no-go stim-
ulus, a strong test of an involuntary component to goal-
contingent response inhibition can be provided. Using such
an approach in the context of an Eriksen flanker task (Eriksen
& Eriksen, 1974), Anderson and Folk (2012) showed that
when task-irrelevant flankers are presented in a color associ-
ated with the need to withhold a response, they evoke a re-
verse compatibility effect consistent with the inhibition of
their associated response; that is, responding to a target was
slowed when a compatible flanker was presented in the no-go-
associated color.

Goal-contingent involuntary response inhibition is not re-
stricted to instances in which the stimulus feature associated
with the need to withhold a response is consistent across trials.
Rather, such conditional automaticity can be adjusted flexibly
under conditions in which the feature indicating the need to
withhold a response changes unpredictably from trial to trial
(Anderson & Folk, 2014; Anderson, Folk, & Courtney, 2016;
Anderson, Folk, Garrison, & Rogers, 2016). Such flexibility
provides compelling evidence that, once established, the goal
of withholding a response to a particular stimulus can be ex-
ecuted automatically, triggered by a match between intentions
and the stimulus input. In this way, the response inhibition
elicited by a goal-defined but otherwise arbitrary stop or no-
go stimulus need not reflect an act of volitional cognitive
control.

Further evidence for cue-elicited acts of goal-contingent
information processing has come from conflict adaptation.

In a response conflict task, such as the flanker task, suppres-
sion of irrelevant and conflicting response information is typ-
ically more efficient on the trial after an individual has suc-
cessfully resolved such conflict (Botvinick, Braver, Barch,
Carter, & Cohen, 2001; Gratton, Coles, & Donchin, 1992).
Such conflict adaptation effects are evident in motor-evoked
potentials even when the prior and current trials required no
behavioral response, and thus when no conflict in response
selection required resolution, consistent with the idea that the
response associations of the stimuli (which were arbitrary and
defined by the task goals) were processed automatically in a
cue-driven fashion (Cona, Treccani, & Umiltà, 2016).

Automaticity and associative learning

When performance is motivated by the prospect of a reward
outcome, performance-related improvements and
information-processing biases are frequently observed. For
example, rewarded targets are located more quickly than
less-rewarded or unrewarded targets (e.g., Kiss, Driver, &
Eimer, 2009; Kristjánsson, Sigurjónsdóttir, & Driver, 2010)
and evoke a stronger response in visual areas of the brain,
indicative of a reward-motivated bias in visual processing
(Kiss et al., 2009; Kristjánsson et al., 2010; Serences, 2008).
Similar biases can be found in perceptual sensitivity measures
(Serences & Saproo, 2010).

Preparatory cognitive control likely plays a role in such
motivational effects on information processing. When re-
wards are available for certain trials in a particular context, a
broad sharpening of performance is observed, mediated by a
sustained increase in activity in the fronto-parietal attention
network (Jimura, Locke, & Braver, 2010; Locke & Braver,
2008; Pessoa & Engelmann, 2010). These sustained influ-
ences of motivation are coupled with modulations of the tran-
sient signals evoked by reward-related stimuli and tasks
(Jimura et al., 2010; Pessoa & Engelmann, 2010), mirroring
the just described benefits observed for reward-associated
stimuli (e.g., Kiss et al., 2009; Kristjánsson et al., 2010;
Serences, 2008). One interpretation of these findings is that
such motivation effects reflect volitional adjustments in task
engagement, resulting in attention being better focused on
task-related stimuli (e.g., Esterman et al., 2016; Esterman,
Poole, Liu, & DeGutis, 2017; Esterman, Reagan, Liu,
Turner, & DeGutis, 2014).

Elevated attentional priority for previously reward-
associated stimuli was shown to persist into periods of extinc-
tion (Della Libera & Chelazzi, 2009), calling the purely voli-
tional nature of reward-related effects on attention into ques-
tion. In a compelling demonstration of the automaticity of
reward’s influence on attention, Anderson, Laurent, and
Yantis (2011) showed that previously reward-associated stim-
uli capture attention during periods of extinction, even when
they are explicitly task-irrelevant and physically nonsalient,
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reflecting what the researchers termed value-driven attention-
al capture (see Anderson, 2016, for a recent review). Le
Pelley, Pearson, Griffiths, and Beesley (2015) further demon-
strated that such reward effects do not even depend on the
prior task relevance of the rewarded stimuli during learning,
but instead reflect the consequences of simple associative
mechanisms linking visual features with a reward outcome.
Likewise consistent with an associative-learning account, sim-
ply providing a reward incentive for attending to certain stim-
uli is not sufficient to produce subsequent value-driven atten-
tion, but rather, the stimuli need to provide predictive infor-
mation concerning the magnitude of the reward available (i.e.,
serve as a reward cue; Sali, Anderson, & Yantis, 2014).

Reliably pairing a stimulus with a reward outcome also has
consequences for cognitive processes tied more directly to
response selection. When currently associated with reward,
stimuli generate stronger response signals. In the Stroop task,
the naming of colors associated with reward when they were
correctly reported was subject to less Stroop interference than
the naming of unrewarded colors (Krebs, Boehler, Egner, &
Woldorff, 2011; Krebs, Boehler, & Woldorff, 2010). Taken
alone, this finding is consistent with a purely voluntary moti-
vational effect, with reward enhancing the processing of task-
relevant information. However, these same authors demon-
strated corresponding increases in the interference generated
by written words that spelled the high-value colors (Krebs
et al., 2011; Krebs et al., 2011), suggesting a reward-
mediated bias that is not restricted to task-relevant
information.

Using an Eriksen flanker task (Eriksen & Eriksen, 1974),
Anderson, Laurent, and Yantis (2012; see also Anderson,
Folk, Garrison, & Rogers, 2016; Mine & Saiki, 2015) dem-
onstrated that previously reward-associated stimuli persistent-
ly generate greater response interference even into periods of
extinction, in which these stimuli are entirely task-irrelevant.
Furthermore, this persisting response bias occurred even
though the response mapping was new to participants (i.e.,
not the same response mapping used during reward training),
suggesting that the mere association between features and
reward was sufficient to modulate the response codes gener-
ated by stimuli.

Automaticity, the repetition of cognitive operations,
and the maintenance of task goals

Many common experimental paradigms in the field of cogni-
tive psychology utilize a design in which the target-defining
features and stimulus–response mappings remain consistent
across trials, likely adopted for the sake of simplicity and to
ensure that participants have adequate opportunity to enact
appropriate control settings. One consequence of this ap-
proach is that cognitive operations are frequently repeated in
response to the same stimulus. A wealth of research has

demonstrated an automatic bias to process information in the
same manner in which it was processed very recently (e.g.,
Kristjánsson & Campana, 2010; Maljkovic & Nakayama,
1994). The consequences of such intertrial priming effects
on the interpretation of putatively goal-mediated effects of
automaticity (i.e., contingent attentional capture; Theeuwes,
2010, 2013) are well documented. The same logic can be
applied to putatively voluntary acts of cognitive control, as
well. When a participant attends to a target stimulus and gen-
erates a corresponding response, if the same processes were
performed in response to the same stimulus on a recent trial,
the cognitive and underlying neural mechanisms may reflect
the exercise of volitional control, the unfolding of an automat-
ic mode of information processing (i.e., priming), or some
combination of the two. Stimulus-specific priming, for exam-
ple, has been shown to contribute substantially to conflict
adaptation effects traditionally interpreted as reflecting exec-
utive control processes (Mayr & Awh, 2009; Mayr, Awh, &
Laurey, 2003; Nieuwenhuis et al., 2006).

Intertrial priming can be influenced by motivation-related
factors, also in a manner outside the volitional control of the
participant. The reward that accompanies the performance of a
cognitive operation, such as selecting a target, modulates the
magnitude of priming observed on the next trial (Hickey,
Chelazzi, & Theeuwes, 2010a, b; Hickey, Keiser, & Peelen,
2015). Such reward-mediated priming remains robust even
when participants are motivated to switch to the nonprimed
mode of processing, and it occurs when the rewards are ran-
domly determined (Hickey et al., 2010a). Even on the level of
a single trial, the ability for reward information to automati-
cally configure future information processing can be
observed.

Goal-directed cognitive control presumably requires that
the task goals be maintained in an active state. However,
maintaining stimulus-specific information in working memo-
ry has been shown to automatically bias attention toward the
remembered stimulus (Kumar, Soto, & Humphreys, 2009;
Olivers, 2009; Olivers, Meijer & Theeuwes, 2006; Olivers,
Peters, Houtkamp, & Roelfsema, 2011). This occurs even
when participants know that the contents of working memory
are unrelated to the intervening task in which the bias is mea-
sured (e.g., Olivers et al., 2006).

Rethinking the distinction
between goal-directed and automatic
information processing

The examples above are not intended to be an exhaustive list,
but rather are intended to support the claim that automatic
processes are not restricted to processes repeated heavily un-
der consistent mapping conditions. Even under variable map-
ping conditions and at the level of a single trial, the realization
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of task goals is supported by the execution of automatic, cue-
triggered processes. Through activating a particular set of in-
tentions or expectations, the selection of which may itself
reflect a voluntary and controlled mental process, individuals
can preconfigure information processing to automatically fol-
low a particular path, in a form of conditional automaticity
(Bargh, 1989). Certain sources of information—such as re-
ward value, the contents of working memory, and the recent
trial history—automatically get incorporated into these modes
of information processing. The result is a case in which auto-
matic modes of information processing possess some of the
hallmarks of what has traditionally been assumed to reflect
volitional and controlled information processing: rapid and
flexible instantiation that does not depend on repetitive
behaviors.

Three broader implications of these findings for the study
of cognition need to be considered. The first concerns the
interpretation of goal-oriented task performance, the second
concerns the standards that are applied when considering the
degree to which a cognitive process is controlled or automatic,
and the third concerns the nature of the distinction between
these two modes of information processing. Each of these
implications is further discussed in turn.

A source of ambiguity

Many paradigms that are used in the study of cognitive control
utilize a consistent mapping between stimuli and motor re-
sponses, in spite of the fact that such conditions are known
to be open to automatic effects arising from selection history
(e.g., Shiffrin & Schneider, 1977) and intertrial priming
(Kristjánsson & Campana, 2010; Maljkovic & Nakayama,
1994). The more sophisticated paradigms used to study cog-
nitive control involve variable mapping—for example, via the
task goals that are cued trial by trial (e.g., Anderson & Folk,
2014; Anderson, Folk, & Courtney, 2016; Anderson, Folk,
Garrison, & Rogers, 2016; Lien et al., 2010; Schneider &
Shiffrin, 1977), if–then response rules (e.g., Carter et al.,
1998; Locke & Braver, 2008; Rosvold, Mirsky, Sarason,
Bransome, & Beck, 1956), and hierarchical rule structures
(e.g., Badre & D’Esposito, 2007; Badre, Kayser, &
D’Esposito, 2010; Koechlin, & Jubault , 2006)—
circumventing the influence of classical sources of automatic-
ity. However, as I have argued in this article, even these con-
ditions are not immune to the influence of automatic sources
of information processing on the execution of goal-consistent
cognitive processes.

In fact, it is difficult to imagine any explicit task structure
that is not subject to the potential influence of automaticity. It
appears that the simple act of establishing a set of expectations
or behavioral contingencies (e.g., press the right-hand re-
sponse key if you see a red X) is sufficient to allow for certain
stimuli to evoke an automatic response contingent on those

expectations. Merely providing participants with task instruc-
tion, even instructions that are unpredictably cued on a trial-
by-trial basis, is sufficient to shape automatic behaviors.

Although the study of automaticity has arisen as a specific
area of investigation, with dedicated experimental paradigms
that are optimized for isolating automatic influences of infor-
mation processing, this is generally not the case for the voli-
tional control of information processing. Rather, volitional
control is often assumed from the ability to process informa-
tion in line with arbitrarily defined, task-specific goals. In light
of the evidence described above, this assumption seems ques-
tionable. Automatic processes have been identified that could
achieve the same ends. Likely, many cases of goal-contingent
information processing reflect some combination of con-
trolled and automatic components. There is an inherent ambi-
guity in the interpretation of performance data in experiments
of cognitive control involving stimulus-specific goals, which
reflect the vast majority of all experiments in this research area
(although see the following section for a counterexample).

This ambiguity is often peripheral to the main research
question addressed by any one study. In many cases, the an-
swer to the research question at hand does not depend on
whether the components of the process in question are con-
trolled or automatic. Rather, researchers are simply interested
in the nature of the process more generally and in
distinguishing it from other hypothetical processes (controlled
or not) that would be expected to operate differently and thus
make different predictions concerning the pattern of perfor-
mance and/or the underlying brain activity. Even in these
cases, however, the (often implicit) assumption that the ability
to process information in line with arbitrarily defined task
goals is a controlled process remains prevalent, which has
strongly shaped the theoretical landscape. For example, stud-
ies of the role of prefrontal cortex in cognitive control tend to
assume a volitional mode of processing (e.g., Badre &
D’Esposito, 2007; Courtney, 2004; Roth, Serences, &
Courtney, 2006), and motivated information processing and
volitional control are often conceptualized as going hand in
hand (e.g., Jimura et al., 2010; Locke & Braver, 2008;
Padmala & Pessoa, 2011; Pessoa & Engelmann, 2010). The
term Bexecutive control^ is replete with connotations of a
volitional, controlled underlying mechanism (e.g., Baddeley,
1996). The result is a somewhat distorted view of the nature of
cognitive control, and it is difficult to know just how distorted
this view is without a more rigorous approach to assessing the
degree of control involved.

Shifting the burden of proof

Throughout this article, it has been argued that (1) there is
currently no burden of proof for claiming that an act of cog-
nitive control is volitional and controlled, (2) there is good
reason to suspect that components of even sophisticated
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goal-directed processes are in fact automatic, and (3) the ab-
sence of such a burden of proof has engendered a view of the
control of information processing that is likely to some degree
distorted. Controlled information processing should not be
considered the default mode of processing underlying the per-
formance of an experimental task. Ideally, claims concerning
controlled information processing would be held to the same
standard that claims concerning automaticity are held to, with
an explicit effort to quantify and assess the level of control
involved.

Such efforts must go beyond the manipulation of arbitrary
task goals using a variable mapping procedure (Schneider &
Shiffrin, 1977). It may be tempting to assume that conditions
involving task switching, in which the task goals must be
updated in response to unpredictable and arbitrarily mapped
cues, necessarily tax volitional cognitive processes. Although
this may be true of the decision to switch tasks, at least before
the cue–task mapping is well learned, the actual execution of
the task goals (e.g., selecting a target, generating or inhibiting
a response to a particular stimulus) may be nontrivially auto-
matic under such conditions. Even the canonical Posner cuing
task (Posner, 1980), in which a cue indicates the likely spatial
position of an upcoming target, cannot be assumed to elicit a
purely volitional cognitive process (in this case, a shift of
attention), since the cue will come to be associated with a
corresponding response (shifting attention) that could be trig-
gered automatically with learning. Such an automatic re-
sponse is immediately evident when the cue is an overlearned
stimulus, such as an arrow (e.g., Bonato, Priftis, Marenzi, &
Zorzi, 2009; Hommel, Pratt, Colzato, & Godijn, 2001) or a
series of numbers mapped onto space (see Fischer, Castel,
Dodd, & Pratt, 2003). Given the speed with which associative
learning can come to automatically bias attention (e.g.,
Anderson et al., 2011; Le Pelley et al., 2015; Sali et al.,
2014), and given the influence of intertrial priming
(Kristjánsson & Campana, 2010; Maljkovic & Nakayama,
1994; Theeuwes, 2013), it would seem that any arbitrary cue
could elicit similar behavior.

If a burden of proof for putatively voluntary components of
cognitive control is needed, what might be done to implement
such a burden of proof? One potential approach would be to
establish conditions under which behavior can only be ex-
plained by a voluntary cognitive process and to apply such
conditions when a distinctly voluntary process is of interest.
Alternatively, one could attempt to empirically assess the de-
gree of volitional control under a particular set of task condi-
tions.With respect to the latter technique, empirically defining
conditions for a voluntary act of cognitive control is not
straightforward, because the inverse of the conditions for au-
tomaticity imply a negative result. Specifically, we could rea-
son that a voluntary act of cognitive control should not be
observable in response to an explicitly task-irrelevant stimu-
lus, in a manner that is not conducive to task performance.

Behavioral effects could be contrasted between task-relevant
and task-irrelevant stimuli, and the neural response to task-
irrelevant stimuli could be subtracted from that of task-
relevant stimuli. However, the validity of this approach as-
sumes that the task-irrelevant stimulus condition provides a
fair test of automaticity—that it could have measured robust
automatic information processing if such processing were rel-
evant to the task at hand. This assumptionwould be difficult to
verify, although such an approach might be provide some
insight into the degree of automaticity involved if it is ad-
dressed programmatically across a range of experiment
contexts.

If the isolation of distinctly voluntary cognition is desired,
one especially promising approach would be to design exper-
imental situations in which participants engage a particular
cognitive process not in response to a specific stimulus in
accord with task instructions (which could act as a cue/
trigger for an automatic process), but rather in a purely endog-
enous manner. An elegant example of this approach was re-
cently provided by Gmeindl et al. (2016), in which partici-
pants voluntarily decided when to shift attention between
two locations, being instructed only to shift their focus of
attention periodically throughout the course of the task. The
actual act of shifting attention was decoded from lateralized
brain activity in visual areas, allowing for the specification of
the approximate point in time in which the voluntary act was
executed. Brain activity that is correlated with this voluntary
shift of attention in other regions (than the one used to define
it) can be said to reflect a volitional control process. Note that
this is different from having participants perform a cognitive
operation in response to a stimulus event based on a voluntary
decisionmade before the trial (e.g., picking which task rules to
follow), because the performance of the main task could still
be stimulus-driven, and indeed has been argued to reflect au-
tomatic processing under certain conditions (e.g., Belopolsky
et al., 2010). That is, the cognitive operation itself (not the
prior decision to prepare for it) needs to be endogenously
generated.

Reevaluating the dichotomy

A more fundamental question that can be posed in light of the
evidence discussed here concerns the distinction between con-
trolled and automatic information processing. If so many os-
tensibly goal-directed cognitive processes indeed have auto-
matic components that contribute to their execution, is it
worthwhile to maintain the dichotomy implied by the termi-
nology? Theoretical dichotomies that distinguish between a
voluntary and an involuntary mode of processing have in-
creasingly been called into question—for example, in the con-
text of affective cognition (Pessoa, 2013) and the mechanisms
of attentional orienting (Awh, Belopolsky, & Theeuwes,
2012). The same type of criticism can be applied here. It
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would appear that controlled and automatic components of
cognitive control often contribute to the same overarching
mental process (e.g., selecting a target and generating a corre-
sponding response), making attempts to classify a given pro-
cess as either controlled/volitional or involuntary/automatic
perhaps misguided. Instead, it may be more fruitful to consid-
er the degree to which a cognitive process is controlled or
automatic and how the different components of that process
work together to (1) allow for online adjustments in how in-
formation is processed due to changes in the goal state (the
more controlled side) and (2) offload the execution of task
goals to more stimulus-driven modes of information process-
ing (the more automatic side).

With that said, inmy opinionmore care needs to be taken in
interpreting the nature of goal-consistent cognitive processes.
The degree to which human cognitive control is volitional and
controlled remains an important theoretical question, the an-
swer to which requires explicit assessment of the degree of
control involved. There is likely substantial variation in the
degree to which goal-consistent information processing, as
measured in typical experimental paradigms, is in fact voli-
tional and controlled, variation that has been largely ignored in
the literature. In this respect, a more systematic approach to
probing the nature of goal-consistent cognitive processes
along the lines described above has value, regardless of
whether a dichotomy or a continuum is assumed.

Conclusions

Controlled information processing is often assumed when this
processing is in line with task-specific goals. This is especially
the case under variable mapping conditions, in which the same
stimulus can require a different behavioral response under
different task conditions. Emerging research suggests that this
assumption is not tenable. Many studies examining putatively
voluntary cognitive processes have likely measured some
amalgam of voluntary and automatic information processing.
As a consequence, the contribution of automaticity to human
cognitive processes is likely to some degree understated and
underappreciated.

It is not the intent here to call into question a vast array of
findings or theoretical perspectives in the domain of cognitive
control. Many conclusions and theories are agnostic as to the
relative contributions of automatic and controlled processes.
Nonetheless, the distinction is absolutely fundamental to our
broader view of cognitive control and is replete with both
theoretical and practical implications for how we characterize
and address ineffective or inappropriate behaviors.

There are two important takeaways from the issues raised
in this article. The first is that, as a field, we need to be more
careful about assumptions that are made concerning the nature
of human cognitive control. A reexamination of the breadth
and extent of automaticity in goal-directed cognitive processes

is in order. The second is that, in order to facilitate this inves-
tigation, it will be important to establish a burden of proof
against which a putatively voluntary process can bemeasured.
Such a burden of proof has a rich tradition in the study of
automaticity, and a comparably rigorous burden of proof
needs to become more routine in the study of goal-directed
cognitive control.
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